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CLOUD MONITORING
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CLOUD MONITORING

Paradigm Shifts in the Cloud

G Highly dynamic environments

“Labels™ as central concept to manage infrastructure

f /A Rate and resource limits are externally imposed
; Costs are pay-as-you-grow — but grow quickly




ADDRESSING THE CHALLENGES

U2 How: Dynamic environments

a Dynamic Configuration Deamon (DCD) was

built for these more dynamic cloud
Source checkmk environments

A Special WATO-
IA Microsoft Azure Agent API

For AWS and Azure, DCD performs two
primary tasks

a Dynamic creation of Piggyback Hosts

an

a Automatic Service Discovery



ADDRESSING THE CHALLENGES

How: Handling of ‘Service Labels’

[BCHEBI(JIH £ New rule: Do hardware/software Inventory

B Abort /] Predef. conditions 3 Automatic d iSCOVe ry Of
Al hosts configured via this ruleset will do a hardware and saftware nventary. For each configured host a new active check will be created. Yau shoud alsa create a rue Ia b e IS t h rou g h H W/SW
v RULE PROPERTIES inventory (”Host La bel
Description hen software Ppac DiSCOVe ry“)

tate when hardware change

| | State when inventory fails

[7] Status data inventory a TWO USe cases:
[] Host label discovery

a Searching hosts and services
i Do sutomatic host labal discovery . . .
a Special Agent configuration:
limiting retrieved data to
software changes are detected Certain IabeIS

» Inventory en software packages info is missing
» Other w2 when hardware changes are detected
./ Stale when inventory fails
7] Status data inventory

[%] Host label discovery

{ha auiomafic hos{ label discovenf




ADDRESSING THE CHALLENGES

71 How: Handling of Rate & Resource Limits

Service aws, AWS/EC2 Limits

4 t2.micro Instances Rl

e\ I d M v 1

71 Combined graphs
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Hostname
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Service description
Labels

Service Icons
Service state

[2.micro Instances [[iN8,

Long ouy Active Spot Fleet Reque ax
Elastic IP Addresses: 0 (of max. 5)
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Total Running On-Demand Instances: 1 (of Mra
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Service Peri-O-Meter

Resource limits

a checkmk monitors account
resource limits

a Limits provided by API
(usually), individual limits (i.e.
from custom contracts) can
be edited

a Limits are monitored at the
account level (e.g. max 20
EC2 instances per region)

a Monitoring at a resource level
where sensible



ADDRESSING THE CHALLENGES

71 How: Handling of Rate & Resource Limits

— OK - AWSSectionsGeneric: No exceptions

— s Rate limits
=il OK - Nole

a Azure Agent monitors rate

is service is based on cached agent data and limits for Azure API

a To limit use, agent bundles
2% requests and internally
caches data

cannot be rescheduled. Cache generated 205 s ago,
ache interval: 6 m, elapsed cache lifespan:

»: Bl Aggregations containing this Service
a Can be further optimized

= Parameters for this service . )
through explicit config

4 Manual page for this check type
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ADDRESSING THE CHALLENGES

How:

STATE

OK
OK
OK
OK

OK

0 tribe29

Handling of Cost Monitoring

SERVICE

AWS/CE 710145618630 Amazon Elastic Compute Cloud - Compute
AWS/CE 710145618630 Amazon Elastic Load Balancing

AWS/CE 710145618630 Amazon Simple Storage Service

AWS/CE 710145618630 EC2 - Other

AWS/CE Summary

Cost Monitoring is the very next development for Azure

STATUS DETAIL

(2019-04-09) Unblended USD: 0.00

(2019-04-09) Unblended USD: 0.00

(2019-04-09) Unblended USD: 0.00

(2019-04-09) Unblended USD: 0.00

(2019-04-09) Total Unblended USD: 0.00



ADDRESSING THE CHALLENGES

How much: Speaking of costs... monitoring costs?

Unfortunately, monitoring cloud services is not free (at least with Amazon)
a AWS charges 0.01 USD / 1000 API calls
a Example: Cost for monitoring 300 AWS Cloudwatch metrics: = 2 USD/day

an

API Calls for Azure are not charged, but have a relatively strict rate limit

n

STATE SERVICE STATUS DETAIL CHECK PLUGIN

Remaining API reads: 11996 )Monitored
OK Azure Agent Info groups: ; odstock, 0 warnings, 0 azure_agent_info
exceptions




OUR APPROACH

Technical Concept

Piggyback Host

Cloud Cloud | AWS / Azure
Service Service | checkmk Host Piggyback Host
API Data Source:

Special Agent

A Piggyback Host

o

/‘\ Microsoft Azure

NN

Gtribezg data piggybacked to
— s>

a Technical concept for

monitoring cloud services is
well-established

checkmk dynamically creates
Piggyback Hosts

Data is piggybacked by
AWS/Azure Host to these hosts
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OUR APPROACH

Multiple data sources used

checkmk

by tribe29

AWS* Special Agent
m

Ja

* similar for Azure

0 tribe29

Amazon Cloudwatch

Internal
Monitoring API
AWS Cloudwatch

Service APIs
Directly from resource /
service (e.g. EC2 instance)

Global Services
Log / Event services
Cost Explorer
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Amazon Web Serices

amazon

web services

0 tribe29



AWS MONITORING

Working on checks for the most important AWS services

__Nong
mEEramazon - -
u¥ webservices Selection of AWS services
Compute Storage Database Networking Serverless Mgmt Tools
Elastic Elastic
DynamoDB CloudFront Container CloudTrail
Beanstalk .
Service
Glacier Redshift SNS CloudWatch
Fargate API Gateway

0 tribe29 - Planned Future
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AWS MONITORING

How it works: AWS Monitoring ‘-"ar'nazon
ﬁ webservices
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